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1 What is numerical analysis?

Much of today’s science and engineering depends on large-scale calculations performed
with computers. These calculations find solutions or approximate solutions to mathemat-
ical models and enable scientists and engineers to predict behaviours of interest. A prime
example is the weather: PDE models are used to predict the weather based on recent
observations. The accuracy of the predictions depend on many things, including the
accuracy of the numerical solution to the PDEs. In this unit, we explore the theoretical
basis for these numerical methods, especially their reliability and efficiency. The name
given to this subject is Numerical Analysis.

Numerical analysis is half theory and half practice. We want to prove that algorithms
work with rigorous mathematical analysis and to implement them. An essential part
of the course will be for you to implement and use the methods yourself. You will use
Python to do this.



1.1 Examples
1.1.1 Catastrophic cancellation and the quadratic-equation formula
The following formula for the two roots of a quadratic equation is well known:

b= Vb? — 4dac

2a

Tt
gives the solutions = of
ar® +bx +c=0, for given a, b, c.

For a pure mathematician, this could be the end of the story: Python provides built-in
routines for evaluating such expressions and hence we can input a, b, ¢ and find the roots.

It is not always so simple: computers work with finite-precision arithmetic and only store
finitely many different numbers. Any number that is too long (7, v/2,... written in base
10) or too big (above 10%% or too small 10733 on my machine) causes problems. We
focus on numbers that are too long: in Python and many other computing environments,
real numbers are stored to 16-significant figures. That is, any number with more than
16 digits (excluding the exponent) in base 10 is rounded (by chopping or choosing the
nearest) to 16 digits. Then in Python, typing import numpy as np then np.pi, we see

m is replaced by 3.141592653589793.

Of course, computers work in base 2 and the principle there is similar.

At first, this appears like a minor irritation as the error caused is so small relative to the
size of w. However, when performing long computations in finite-precision arithmetic,
the effects can accumulate to cause a catastrophic loss of accuracy. For example, consider
computing x4 in the case b = 10° a = 1073 and ¢ = 1073%:

_ —10°+£ V102 -4 x 1076
N 2 x 103 '

Tt

Working to 16-significant figures, the square root evaluates to +10° because 102 — 4 x
1075 = 10" to 16 s.f. (s.f. denotes significant figures). Hence, the computed values of
the roots are ¢ = —10%,0. In fact, the exact answers are x4 = —10%, =107 (to 16 s.f.).
There are no correct digits in the z¢. Indeed,

~107°

Y
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the absolute error in z is ‘x+ —

but
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the relative error in z is



Using the relative error, we scale the error relative to what we are trying to compute
and find the error in computing x, is unacceptably large.

How can the quadratic-equation formula be evaluated accurately in this case? Numerical
analysis provides ways of improving algorithms so they are less sensitive to the effects of
rounding error, without the need to change computing environment. Indeed, now that
single-processor computing speed is no longer increasing dramatically, it is becoming
more important to exploit good algorithms. Sixteen figures is enough to represent
the answer and the algorithm can be adjusted to avoid the problematic cancellation
—10° 4+ /1012 + neglected and find the correct answer in Python. In this case, we note
that one of the roots x4 is evaluated accurately and the second root can be computed
accurately by exploiting the identity z z_ = ¢/a for the product of the roots.

1.1.2 Linear equations

To convince you that the previous example is not overly contrived, consider the linear

system of equations:
e 1 1
-

for a known small number 0 < € < 1. We are interested in determining x € R? and it is
easy to show that
ot
nE

Imagine that there has been rounding error and the vector b is actually stored as
[1+44,1]7 (the T denotes transpose):

bafxen e »

Again solving the linear system, we find

-1

In the case that 0 < € < § (e is much smaller than ¢), there is a large change to
the solution x. This system and its solution x is highly sensitive to small changes in
input data (as modelled by ¢§). This is a simple example of an ill-conditioned system of
equations and these arise widely in mathematical modelling and are particularly hard
to solve accurately using numerical methods. The perturbation represented by ¢ always
occurs in numerical simulations due to rounding error.

In contrast to the quadratic-equation example, the ill-conditioning here is fundamental to
the underlying equations and is not a consequence of the method of solution. Numerical
analysis can help identify numerically stable algorithms that are less susceptible to the



effects of rounding error, but, if there is an instability in the underlying model, even
a good algorithm will produce wrong answers. This is why well posedness (existence,
uniqueness, and continuity of solutions with respect to parameters) is studied in modules
on differential equations.

2 Interpolation

Problem. Suppose that a function f : [a,b] — R is specified only by its values f(z;) at
the N + 1 distinct points zg, x1, ..., xy. How can we approximate f(x) for all z?

In {polynomial interpolation}, we do this by constructing a polynomial py of degree N
such that

2.1 Linear interpolation

Linear interpolation is the case N = 1. We are given two points xy # x; and values
f(zo) and f(z1). The interpolant p;(x) is simply the straight line given by

f<flf1>—f(~”'fo)> (z — o).

1 — Zo

pi(@) = Flao) + (

You should check that p; is linear and py(x;) = f(z;) for i =0, 1.
Example 2.1. Approximate f(z) = y/x by linear interpolation at zo = 1/4 and x; = 1.

By (3),
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Figure 1: Linear interpolation of f(z) =+/z at 2o = 1/4 and x; = 1

Figure 1 shows graphs of f(x) and p;(x) for o = 1/4 and z; = 1, and the error at each
point.
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Figure 2: Linear interpolation of f(x) = +/z at o = 0 and x; = 3/4

Figure 2 shows the same graphs for 2o = 0 and x; = 3/4.The error in the second example
is much bigger! Let us explain why.

Corollary 2.1 (Rolle’s theorem). Let f : [a,b] — R be smooth with f(a) = f(b). There
exists £ € (a,b) such that f'(§) = 0.

Proof. This is a special cause of the mean-value theorem using f(a) = f(b). O

To analyse the error in linear interpolation, set

e(r) == f(x) = pr(2).
Note that e(zg) = 0 = e(zy).



Theorem 2.1. Suppose that f : [z, x1] — R is smooth. For all x € (xo,21), there
exists £ € (xg,x1) such that

e(r) = fllég)wg(m), where  wy(x) := (x — zo)(z — x1). (4)

Proof. Fix x € (x¢,x;) and note that wsy(z) # 0. Define

e(x)

wy ()

g(t) ==e(t) — ws(t) for ¢t € [zg, 24]. (5)

Observe that

Similarly g(z1) = 0.
Also,

The smoothness assumption of f implies smoothness of g and Rolle’s theorem applies.
Hence, applying Rolle’s theorem twice,

Iy € (wo, ), m2 € (x,21) such that ¢'(n) =0 = ¢'(n2).

Now consider ¢'(t):

gt)=¢€(t) -
Hence, Rolle’s theorem implies again and

3¢ € (m,m2)  such that g"(¢) = 0. (6)

By (5),

e(z)
ws(T)

Since p; is a linear function, pj(¢t) = 0 and so

g(t) = f(t) = pa(t) =

(t — Io)(t — 1’1).

" —eUN 0 6(%)
gt =1 =0-2705

As ¢"(§) = 0 by (6),
0=r'(e) - 2.7

ws(x)

and finally this can be rearranged to show that (4) holds. O

6



We note that £ in (4) depends on = and we do not know it explicitly in general. We only
know that it exists. This makes the above formula for the error difficult to use. To get
around this, we replace the term involving £ by something that is easier to understand.

Definition 2.1. For any interval [ and f : I — R, we define the sup norm

[ flloo,r == Sl}églf(w)

Here, sup means supremum or least upper bound and, in many cases, it is the same as
finding the maximum of |f(z)| on I.

Corollary 2.2. Under the assumptions of Theorem 2.1,

(w1 — w0)”
||e||00,[wo,w1} < THJMHOO,[:EO,M}' (7)

Proof. From Theorem 2.1, for all x € (xq,x1),

le(z)| = ’f”2<§>| lwa(x)|, for some & € (xg, 7).
Also,
|wa(x)| = [(z — xo)(x — 21)| = (z — x0) (21 — ).

Simple calculus (see Problem E2.1) shows that

)2
lws ()] < (@1 — @)
4
Hence,
(21 — 20)?
le(z)| < %”f””oo,[xo,ml]-

This inequality also holds for x = xy and z; (since the left-hand side vanishes) and we
have derived (7). O

The smoothness of f affects the quality of the approximation and we see that the error
is proportional to f”(£). The size of the derivatives of f is one way to quantify the
smoothness of a function. In Figure 1, f(z) = y/z on [1/4,1] and in Figure 2 the interval
is [0,3/4]. Because f"(x) = o0 as & — 0, || f"||oc,j0,3/4) is infinite and the error is much
larger in the second example.

See Problem E2.4 for a computational example.



Figure 3: Piecewise-linear interpolation

2.1.1 Piecewise-linear interpolation

To get a (more) accurate approximation to f : [a,b] — R, we subdivide [a, b] into a mesh
of points
a=y <y <---<ys;=>b

and use linear interpolation on each subinterval [y;_1, y;].

Let py.; denote the piecewise-linear function on [a,b] that interpolates f at all the points
y; of the mesh and let h; :=y; — y;—1. By Corollary 2.2,

1
“f _pl,JHOQ[yj—hyj] < éh]2'||f”’|007[yj—1vyj]'

Clearly,
Hf - Pl,JHOO,[a,b] = ]giaX’JHf - pLJHOO,[yj—l’yj]'

Hence, in terms of the mesh width A := max;-; ;s h;,

1 1
Hf _pl,JHOO,[a,b] < ghQ jg?}fJHfHHOOy[yjflvyj] = éhQHf””OO,[a,b]' (8)

Convergence is achieved as h — 0 and the error is O(h?).

At the points y;, the function f is only required to be continuous! It does not need to
be twice continuously differentiable at y;. If all discontinuities in f’ are resolved by the
mesh, we can deal with less smooth functions in piecewise interpolation.

Example 2.2. Let f(z) = exp(2?) on [a,b] = [0,1] and let y; = jh,j =0,...,J, where
h =1/J (this is called a uniform mesh). In Problem E3.1, you will write a program to
compute

en = max |(f = 1))

=1l,...,

where z; := (y;j—1 +¥;)/2 (the midpoint of [y;_1,y;]). A discrete set of points is used for
the maximum instead of the whole interval, to allow easy computation.



h en (en)/(ens2) bound(h)

1/8 2.60e-2  3.62 3.18¢-2
1/16 7.19¢-3  3.80 7.950-3
1/32 1.89e-3  3.90 1.99¢-3
1/64 4.85e-4 4.97e-4

To estimate the rate of convergence, we conjecture that e, = Ch®. Then,

(en)/(ens2) = 2°.
The third column suggests o approaches 2. To prove this rigorously, note that
f"(x) = (42” + 2) exp(z?) = f" lloo,j0,1) < Gexp(1).

Hence, from (8),

1 3
en < |If = P17l o, < §h2||f”||oo,[0,1] < Zexp(l)hQ =: bound(h).

Note how sharp the theoretical bound is (in the table)!

2.2 Degree-N interpolation

When f is smooth, better accuracy is possible by choosing the degree-IN polynomial
that interpolates at N + 1 distinct points instead. Let Py denote the polynomials of
degree N or less.

Problem. Given N + 1 distinct points g, . .., zy and values f(zg),..., f(zxN), compute
a polynomial py € Py with the property that
() = f(x4), i=20,...,N. (9)

We finish this chapter with two theorems:

Theorem 2.2 (Existence and Uniqueness). Let xq,x1,- - ,zN be distinct points in [a, b]
and suppose f : la,b] — R is continuous. Then, there exists a unique py € Py salisfying

pn(x;) = f(x;) fori=0,...,N.

Proof. Let

[Tizj (z — ;)

Hi;éj(xj - Iz’)7

where [ denotes the product of each term. These are known as {Lagrange basis
functions} and are degree-N polynomials (i.e., L; € Py). Note that L;(x)) = 0,5 (the
Kronecker delta function), with d;, = 0 if j # k and d;, = 1 if j = k. Define

Lj(z) =

pn(x) = ;)f(%)Lj(fc)-

9



Then, evaluating at * = x;, we have

N

pN(xi) = Z f(%‘)%‘ = f(x:).

=0
This is a degree-N interpolant of f and we have proved existence.

To show uniqueness, let p,q € Py both satisfy (9). Then p, g agree at N + 1 distinct
points and r := p — ¢ is a degree-N polynomial with N + 1 distinct roots. This can only
happen if » = 0 and the polynomials p and ¢ are identical. ]

The following theorem generalises Theorem 2.1 to general N. We assume the points are
well ordered so that x; < z;,1.

Theorem 2.3. Suppose the conditions of Theorem 2.1 hold and that f is smooth. Then,
for all x € [zg, xy], there exists & € (xg, xn) Such that

(N+1)
(f —pn)(z) = MWNH(??)-
where wyy1(x) = (x — ) X -+ - X (x — xp).
Proof. Not covered. n

Notice that now derivatives of order N + 1 determine the quality of the approximation.
It is easy to show that wyyi(z) = O(RN ) if |z; — x;| < h. Hence, if f is (N + 1)-times
continuously differentiable, || f — pn|loo,fzg,en] = O ).

Care is needed to apply high-degree polynomial interpolation, especially with uniformly
spaced points; see Figure 4.

10
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Figure 4: Runge’s phenonmenon with the function f(z) = 1/(252% 4+ 1)

Here the solid lines show the interpolant py € Py of f(z) = 1/(252* + 1) based on
N + 1 uniformly spaced points on the interval [—1,1]. Note how the oscillations near
the end points become wilder as N is increased. The difficulty with this choice of f(z)
is its derivatives, which become larger as roughly speaking each derivative increases by
a factor of 25 and Theorem 2.3 requires the derivatives to be well behaved.

2.3 Newton’s divided-difference formulae

Newton provided an elegant way of writing interpolation formulae, which is especially
useful when adding more interpolation points. Let’s derive his divided differences and the
associated formulae for polynomial interpolation. We approximate a function f : R — R.

One data point We are given (zo, f(20)) and the constant interpolation function is
po(x) = f(zo).

Two data points Given a second point (xy, f(z1)), we wish to update the interpolation
function by increasing the polynomial degree. We write

p1(x) = po(x) + Ar(x — x0),

11



where A; is a coefficient to be determined. Notice that p;(z¢) = f(x¢) for any choice of
Aq; we automatically satisfy the first interpolation condition. To determine Ay, apply
the second interpolation condition py(x1) = f(z1), to find

4, = F@) =pol@) _ flar) = flwo)

1 — Zo 1 — Zo

This quantity is Newton’s first divided-difference and usually denoted f[zq, x| (or
flz1,x0] as order does not matter here). The linear interpolant is pi(x) = f(zo) +

flzo, x1](z — xg).
Three data points Add another data point and build the degree-two interpolant po(z)
by adding to the already-known degree-one interpolation. Write

p2(x) = p1(x) + Az2(x — 20)(x — 21)

for some A, to be determined. Notice that po(x) satisfies the first two interpolation
conditions, and A, is determined by po(z3) = f(z3). That is,

f(x2) = p1(x2) + A2 — 0)(22 — 71)

so that
f(@2) — f(xo) = flwo, 21](z2 — o) flwz, xo] — flwo, 1]

(z2 — wo) (22 — 71) a (22 — 11)

Ay =

= f[l'g, Zy, x?]?

which is the second Newton divided-difference. You should verify that permuting
[0, 1, T3] leaves its definition unchanged. The quadratic interpolant ps(x) = f(zo) +

flzo, m1](x — 20) + fl20, 21, 22| (T — 20) (7 — 71).

Four data points The pattern continues. For example, if we add a fourth point
x3, f(x3), the degree-three interpolant is written

p3(w) = f(zo) + flwo, 1](x — o) + flwo, 71, 22) (T — 30) (T — 71)

+ flxo, 21, T2, T3] (T — 20) (¥ — 71) (7 — T2),
where the Newton divided-difference is defined by

f[.%'o, . 71'71] — f[$1, .. 7xn;in__f:£i()7 o an—l]’

which is invariant to permutation of its arguments.

12



3 Numerical integration
Problem. Given a function f : [a,b] — R, compute approximations of f; f(z) dx using
only samples of f at some points in the interval [a, b].

Numerical integration is important since, for many functions f, the integral cannot be
found exactly, but point values of f are relatively easy to compute (e.g., f(z) = exp(z?)).
Initially, we work on a reference interval [a,b] = [0, 1] and consider first

/01 f(z) de. (10)

We approximate this by quadrature rules of the form

Qf) = Z%wif(%) (11)

where z; are distinct points in [0, 1] and w; are some suitable weights. We study ways
to fix the z; and the w; independently of any particular choice of f, so that (11) can be
computed easily for any f.
How to choose z; and w;?

Idea: Replace f with an interpolating polynomial. Polynomials are simple to integrate
and lead to easy-to-use quadrature rules with a set of weights w; for any given set of
points ;.

3.1 Newton-Cotes rules
3.1.1 Newton-Cotes rules over the interval [0, 1]

Start with equally spaced points xz; = ¢/N ,i = 0,..., N, and find suitable weights w;.
We construct the rule (11) by integrating the degree-N interpolating polynomial py(x)
for f at x;.

Two points: For N = 1, we have two points xy = 0 and z; = 1. Then (see subsection
2), the linear interpolant to f is

pi(x) = f(0) + (f(1) = f(0)) =

and
[ pite)de = 10) + (50) = ) [ e
= F(0)+ 5(F(1) — F(0)) = 5 ((0) + F(1)).
We have derived the trapezoidal or trapezium rule
Q1(f) == ; (f(0)+ f(1)) for approximating /01 f(z)dx. (12)

13



Here the weights wy = wy, = % . It is called the trapezium rule because it approximates
Ji f(x) dx by the area of the trapezium under the straight line p;(z) that interpolates f
between 0 and 1. Tt is exact (i.e., Q(f) = Jy f(2)dx) for any polynomial f of degree
1 (i.e., f € P1), since in that case p; = f by the uniqueness of the linear interpolant
(recall Theorem 2.2).

(1)

Figure 5: The trapezium rule

3.1.1.1 Three points: For N = 2, we have three points oy = 0, x1 = 1, and
xo = 1/2. Using the Newton divided-difference form of the quadratic interpolant,

p2(x) = f(0) + f10, Hz + f[0,1,1/2]x(z — 1),

Then,

[ @ de = )+ 300,11+ 10,1172 [ 02— 0y o

——1/6
LA = £(0) _ 1£0,1/2) = f10.1]
SO s e

where f[0,1/2] =2(f(1/2) — f(0)) and f[0,1] = f(1) — f(0). Thus,

[ pale)de = £(0) + S(F0) = F(0) + 5 (2F(1/2) = 2£(0) + £(0) ~ F(1)
= S [r0) + a5 (3) + FO)].

This is called Simpson’s rule. We write

1

Qo) 1= FO)+ 57 () + FD), (13)

14



with weights wy = w; = é and wy = %. This rule is exact for all f € Ps, since again in
that case py = f.

In general, Newton-Cotes quadrature rules are of the form

where x; = i/N for i = 0,..., N, and the weights w; can be found by integrating the
degree-N interpolating polynomial. By writing px(z) using the Lagrange basis functions
(see the proof of Theorem 2.2),
N
pn(z) = ZLz(x>f(xz>7

i=0

we can show that )
w; = / Li(x) dx.
0

3.1.2 Newton-Cotes rules over a general interval [a, ]

Suppose now we have a rule
1
QUf) =D wif(z;) that approximates / f(z)dx. (14)
; 0

To approximate [’ f(t)dt, we make a change of variable z =

Then, t € [a, b] is mapped to = € [0,1] and

[ rwde= [ =@+ s =a) = [ o) dn

=: g(z)

We now use Q(g) to approximate the right-hand side, to obtain the rule

Q[a’b](f) = ;)wig(xi) = (b—a) sz‘f (a+(b—a)z;). (15)

1=0

Notation: We use superscript [a, b] to denote a rule over [a, b]. We omit the superscript
for [0,1]. The lowest-order Newton-Cotes rules on a general interval [a, b] are

Qi) =121

2
Q) = bg“ (f(a) +4f (Z’;“) + f(b)> . Simpson’s rule.

(f(a)+ f(0)), trapezium rule

15



Example 3.1. Let us apply these to the integral of f(x) = \/z over [1/4,1]. Then

1-1 33 )
Q1 () = T4 <\/1/4 1> =33 = 9/16 = 0.5625, trapezoidal

1-1
/a1 gy = - <\/ﬂ+4 5/8 + 1) = 0.582785 (6 s.f.), Simpson’s.

The exact value

1 27 5911 7
_“ /2 _ _
/1 Vzds = [:c ]1/4 = {5 = 0.583333 (6 s.£.),

so the absolute value of the error in Simpson’s rule is [0.582785 — 0.583333| = 5.48 x 1074,
which is about 38 times smaller than the error in the trapezoidal rule |9/16 — 0.583333| =
2.083 x 1072,

3.1.3 Composite rules

As for the piecewise interpolation in 2, instead of increasing the accuracy of quadrature
by choosing higher-order interpolating polynomials, we can also split the integration
domain into subintervals by introducing a mesh and applying low-order rules on the
sub-intervals.

Consider a general quadrature rule (e.g., from subsection 3.1)

Qf) = Zwif(xi) that approximates /01 f(z)dz, (16)

=0

for some NN, weights w; and distinct points x;. To approximate ff f(t) dt, we introduce
the mesh a = 4y < y1 < --- < yy = b and write

Y

ft)dt = z_:/y f(t)dt.

b Y1 Y2 yJ

[ rwae= [ pwyae+ [ pwyae+-o+ [
a Yo Y1 Yj—-1 j—1

Now use the quadrature rule given by (16) on each subinterval, to obtain the approxi-

mation

b J J N

[ rydes S QU= () = 37 0y 3" wif (g + by, (17)

@ j=1 =0

j=1 i

where h; = y; — y;—1. The approximation (17) is known as the composite version of

(16).

As in the case of interpolation, we expect that accuracy will increase when the mesh
width max; h; — 0.

16



Example 3.2 (composite trapezoidal rule).
(0 SR L hy
) = QM) = T () + (). (18)

j=1 7=1

For a uniform mesh, h; = h:=(b—a)/J, j=1,...,J, this can be written compactly as
a fl@) &= f(b)
iﬁ(f):::h ( g + ) fly;) + é .
j=1

Example 3.3 (composite Simpson’s rule).

J J
a —1:Y; h;
S = QP = 3 (Flym) + 47 my) + S (), (19)
= =1
where the midpoints m; = Yi 1;_ YI For a uniform mesh, this can again be written
more compactly as
(ab] h J—-1 J
20 ()= ¢ a)+2) fly;) +4> f(my) + f(b)
P j=1

Please implement the general formulae (18) and (19) in Python, so that we can apply
the rules on any mesh.

3.2 Error analysis
3.2.1 Non-composite rules over [0, 1]

Given a rule
Qf) = sz‘f(wi) (20)

that approximates

E(f) = I(f) = Q(f) - (21)

Definition 3.1 (DoP). The rule Q(f) in (20) has degree of precision (DoP) d € N
if

E(z")=0 forallr e Nwith 0 <r <d, and E(x™™) £ 0.

17



Example 3.4 (trapezium rule DoP). The trapezium rule Q:(f) = $(f(0) + f(1)), and
the error Ey(f) := I(f) — Q1(f). We create the following table:

roat I(27) Q1 (z") Eq(2")
01 1 4-1+1-1=1 0
1z L+ Lo+la=l o0
2 a2 1 foo+f1=1 -

Hence the DoP of the trapezoidal rule is 1.

Example 3.5 (Simpson’s rule DoP). Simpson’s rule Qs(f) = & [f(()) +4f (%) + f(l)},
and the error Es(f) := I(f) — Q2(f). We create the following table:

roa” I(a) Q2(z") Es(a")
0 1 1 t(1-144-141-1)=1 0
1z 1 Pa144f4101) = 0
2 2 1 %@1+4@f+1@:§ 0
3% L w4 (D) +1)=1 0
4 2t L %@1+4(@ﬁ4]):% —

Hence the DoP of Simpson’s rule is 3.

The trapezium rule () is found by integrating p; and it is not surprising that its DoP is
1. Similarly, @2 is found by integrating p, and thus we’d expect a DoP of at least 2. A
DoP of 3 is a surprise.

In fact, it turns out that for all N € N the Newton-Cotes rule Qn(f) is of DoP N if N
is odd and of DoP N + 1 if N is even.

Proposition 3.1. If (20) has DoP d, then
E(p)=0, forall pe Py
Proof. For any fi, f2 : [0,1] = R and o, 8 € R,

Hafi +Bf2) = al(f2) + pI(f2) and Q(afi+5f2) = aQ(f2) +5Q(f2), (22)

since I and () are both linear transformations.

If p € Py, p is a polynomial of degree less than or equal to d and can be written

= Z a,x", for some coefficients a, € R.
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Hence, using (22),

d
I(p) = Qp) = >_a, [I(2") = Q(a")] = 0,
r=0
since the DoP equals d. O

With significant further work, we can show that, for the trapezium rule, there exists
¢ €10, 1] such that

El (332)
2!

E1<f>=[ ]f”@):—lgf"(s), orall fC0,1. (%)

For p € Py, p” =0 and E;(p) = 0 as expected from the DoP calculation.

For Simpson’s rule, there exists £ € [0, 1] such that

Ea(f) = [E“ >]f<4 € =—-L f@©),  forall £ 0,1,

2880

Notice the error for Simpson’s rule depends on the fourth derivative of f while that for
the trapezium rule depends on the second derivative. Here C*[a, b] is the set of functions
f :]a,b] = R that are k-times continuously differentiable.

This leads to estimates over [a, b] instead of [0, 1] by a change of variables.

Example 3.6. The error for the trapezoidal rule over [a, b] is

By = [yt — Q)

To determine the error, we recall that

/ab f(t)dt = /01 g(zx)dz,  QY(F) = Qilyg),

from (15) with g(z) = (b—a)f(a+ (b —a)x). Now ¢'(z) = (b—a)?f'(a + (b — a)z) and
g"(x) = (b—a)’f"(a+ (b—a)x). By (23),
Fi(g) = [ (o) dr — Qulg) =~ 156"(€) = 5 (b~ 0 ')
for some ¢ € [0,1] and 1 := a + (b — a)§. Then,
Bl (f) = —([)I;L)Sf”(n) for some 17 € [a, b].

A similar calculation shows that the error for Simpson’s rule over [a, b] is
b _(b—a)
Fladl( / 0 di — QI (f) =

Notice the fifth power of (b — a), which comes from the change of coordinates from ¢ to
x.

9 m) for some 7 € [a, b].
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3.2.2 Composite Newton-Cotes rules

Let Qn be a Newton-Cotes rule on [0, 1] with degree of precision d. The composite
version with J subintervals on [a, b] is (as in subsection 3.1.3):

J
RO =S QUi ).

Jj=1

The error can be expressed in terms of the error made in approximating the sub-integrals.

@ty o [ Oty N | ol
B = [ f)do N,J<f>—2[/ flw)de = Q(p)]

—pi (g
We have formula for E][(;’b} for N = 1,2, which lead to the following error estimates for
the composite trapezium and Simpson’s rule.

Example 3.7 (Composite trapezium rule error). If f € C?[a,b], then there exists
nj € [yj—1,y;] such that

() = Z g and  [E(p)] < Do fonh®
since Z}]=1 hj =0b—a.

Example 3.8 (Composite Simpson’s rule error). If f € C*[a,b], then there exists
nj € [yj—1,y;] such that

1 J

a,b ab

ES)() = —5ggg 2o V) and B ()] < S
j=1

||oo,[a,b] h4‘

If f(x) fails to be sufficiently differentiable on all of [a, b], but is sufficiently differentiable
on subintervals of [a, b], we can apply error estimates there.

Example 3.9. Consider f(z) = /x on [0, 1], which has infinitely many derivatives on
subintervals that do not contain~0, but no bounded derivatives on [0, 1]. Consider the
composite trapezoidal rule for fol f(z)dx on the mesh 0 =y <y; <--- <yy=1. Then

BV () =EXP () + BV (f)

- (f f(z) dz — h@y_) 5 éh?f@ (n;) - (24)

Now, we can estimate each of the terms in (24) separately (see Problem E5.2).
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3.3 Gaussian quadrature rules

The only examples of quadrature rules so far have been Newton-Cotes rules with equally
spaced points. Can we do better with other points?

To take advantage of symmetry and simplify calculations, we work on the interval [—1, 1]
rather than [0, 1] (which can of course be transformed onto [0,1]). Let x;, i =0,..., N,
be arbitrary points in [—1,1], and let py(z) be the degree-N interpolating polynomial
for a function f at these points. Consider the rule:

[~ 1,1] _ [
Gauss,N(f) T 1 pN(.Z') dx (25)
as an approximation to
1
| f@)do. (26)
-1

This rule has DoP at least N. Can we do better with a clever choice of points? There
are 2N + 2 degrees of freedom (given by choice of x; and w; for i = 0,..., N) and
d + 1 conditions to achieve of a DoP of d. By equating the number of conditions to the
number of degrees of freedom, d + 1 = 2N + 2, we hope that a DoP d = 2N + 1 can be
achieved by careful choice of x; and weights w;.

Example 3.10 (One point, N=0). To achieve a DoP of d = 2N + 1 = 1, we demand
that

Q1) = /11 ldx =2 and Qz) = /11 rdr =0. (27)

As po(x) is a constant, we must have po(x) = f(xo) and

Q(f) = wof (o).

Then, wy = 2 and xy = 0 gives (27). Therefore, the one-point Gauss rule (or
midpoint rule), obtained by integrating the degree-0 interpolant py at xy = 0 over
[—1,1] is

balo) o= [ pola) e =2£(0)

This is exact when f =1 and f = z, so it is a one-point rule with DoP = 1. Any other
one-point rule has only DoP = 0.

Example 3.11 (Two points, N=1). To achieve a DoP d = 2N + 1 = 3, we demand that

Q=2 Q@) =0, Q@)=3 ad Q@) =0.
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we must have wo+w; = 2 and wozo+wiz; = 0 and werd+w 3 = 2/3 and wexy +wzh =
0. By symmetry considerations, we must have zo = —x; and wg = wy. Then wy = w; =1
and 2x2 = 2/3, so that zop = /1/3. We obtain the two-point Gauss rule

i) = [ = (o) <1< )

Although only a two-point rule, its DoP is 2N + 1 = 3. Compare with the trapezium
rule which uses two points and has DoP only 1!

Remark. Composite Gauss rules can also be derived and are highly effective.

High-frequency integrands, where f oscillates rapidly and where the derivatives of f
are large, are particularly difficult and arise, for example, in high-frequency scatter-
ing applications (e.g., radio waves). This requires special techniques such as Filon
quadrature.

Multivariate integrals are also important. For low-dimensional problems, simple tensor-
product rules (applying one-dimensional rules in each dimension) work fine and our
theory carries over easily. For high-dimensional integrals, the only feasible methods
currently are Monte Carlo-type methods.

4 Solving nonlinear equations

4.1 Root finding

Root finding problem. For a given function f : R — R, determine a solution x of the
equation f(x) = 0. A solution z is known as a root of f.

For most f, there is no formula to give x explicitly and numerical methods are required.
For example, we may use the bisubsection method and choose an interval [a, b] that
contains the root by checking that f(a) > 0 and f(b) < 0 or vice versa (f changes sign
and has a root in the interval if it is continuous). Bisecting the interval and choosing
one subinterval where f changes signs at the endpoints gives a new interval containing
a root. Then, we iterate to find successively smaller intervals and better approximations
to the root. Given a suitable initial interval, this bisubsection method is simple to apply
but does not generalise easily to higher dimension. Instead, we focus on fixed-point
iterations.

4.2 Fixed-point iteration

Definition 4.1 (root, fixed point). We say z is a root of a function f if f(z) =0, and
x is a fixed point (FP) of a function g if g(z) = =.

Often, root-finding problems can be replaced by fixed-point (FP) problems:
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Example 4.1. Let f(z) = 2% + 42% — 10. There are many ways of posing this as a FP
problem g¢(z) = x.

o Let gi(x) =2 —2® — 422 +10. Then, it is easy to check that g;(z) = x if and only
if f(x)=0.

o Let go(x) = 1(10 — 23)1/2 (positive root). For x > 0, go(z) = z if and only if
f(z) =0

o Let g3(z) = (4%)1/2, which is again a FP problem for the root-finding problem
for f.

Define the sequence z,, by z,+1 = g(x,), given an initial condition zy. Under what
conditions does x,, converge to a fixed point of g and can this be used for computing
the root? To answer this question, we have the fixed-point theorem. We use the term
‘smooth’ to mean the function has enough continuous derivatives.

Theorem 4.1 (Convergence of FP iteration). Let g : [a,b] — R be a smooth function.
Then, if (i) g(x) € |a,b] for x € [a,b] and (i) |¢'(x)] < A <1 for x € [a,b], then the
sequence x,, defined by x,11 = g(x,) for any x¢ € |a,b] converges to the unique fized
point x of g. Further,

|z, — x| < AN — xo].

As well as convergence of the FP iteration, this theorem also gives existence and
uniqueness of the FP of ¢ in [a, b].
Example 4.2. We look back at the fixed point problems in Example 4.1:

e gi(z) =2 —12%—42% +10 and [a,b] = [1,2]. Then g;(1) = 6 and condition (i) fails.
The FP theorem does not apply to the iteration based on g;.

e go(x) =35 (10— 23 and
/ _1 3\ /2 2y
golr) = (10—2%) "7 (=32%) =

-3-4 -3
! 2 = - = —

Hence, |gj(x)| > 1 and condition (ii) fails. Again, the FP theorem does not apply.

o g3(x) = (4%6)1/2 and

—3a?
4(10 — z3)1/2’

~ —2.12.

' (2) 1( 10 )1/2 —10 -5

x =5 Vs - .

93 2\412 (A+z)2)  (4+2)32/10

As g3 is decreasing and g3(2) = /10/6 € [1,2] and g5(1) = v/2 € [1,2], we see that
condition (i) holds. Further,

1

5)
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Hence (ii) holds. The FP theorem applies and x, — z, the unique fixed point of
g, and the root of f: try it,

21 =15,  x9=g5(1.5) ~ 1.3484, 3~ 1.3674, x4 ~ 1.365.

We see that the first three digits of x,, have already converged and that f(1.365) =
—0.0038, indicating that 1.365 is close to the root of f.
For the proof of the fixed point theorem, we use the mean-value theorem from MA12001.
Theorem 4.2 (mean-value theorem). Let f : [a,b] — R be smooth. There exists

€ € (a,b) such that
f(b) = f(a)

UG

We now prove Theorem 4.1:

Proof. Let f(x) = g(z) — . Then, by (i), f(a) = g(a) —a > 0 and f(b) = g(b) — b < 0.
By the intermediate-value theorem, there exists z € [a, b] such that f(z) = 0. In other
words, there exists = € [a, b] so that g(z) = x.

Consider the iteration z,.; = g(x,) and the fixed-point equation z = g(z). Then,
Tnt1 — & = g(zn) — g().
By the mean-value theorem, there exists £ € (a,b) so that
T — 2 = g (§)(zn — )
(as g is smooth). Now |¢'(§)| < A and
|z — x| < Ma,, — zl.

By a simple induction argument, this implies that |z, — x| < \*|xg — z|.

Finally, to show uniqueness, consider two fixed-points z,y of g. Then g(z) = x and
g(y) = y and hence

r—y=g®)—gy) =g —y)
As |g'(&)| < A, we see that
2 —yl < Az -yl

As A < 1, it must hold that x = y and there is only one fixed point of ¢ in [a, b]. O
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4.3 Newton’s method

The most well-known example of a fixed-point iteration is Newton’s method. This is
the iteration
f(x)

Tr— )
/()
where we assume that f/(x) # 0. Clearly, f(x) = 0 if and only if g(x) = =.

tor =), g(2) =

We show the FP theorem applies:

Theorem 4.3 (local convergence of Newton’s method). Suppose that f is smooth and
that f(x) =0 and f'(x) # 0. Then, there exists € > 0 so that Newton’s method converges
to the root = of f if the initial quess xog € [x — €,x + €.

Proof. With g(z) = x — f(x)/f'(x), we have

@) @)
fx) — fi(x)?
as f(z) = 0. As f and g are smooth, we have |¢'(y)| < A := 3 for y € [v — €,z + €]

by choosing e sufficiently small. This gives (ii) of the FP theorem for a = x — ¢ and
b=x + e For (i), note that

gx)=1 =0 (28)

9(6) — 1 = lo(6) — o)) < 19/ (@) ]2 — o] < 5e.

for any y € [a,b] and some £ € (a,b) by the mean-value theorem. Clearly, then
9(y) € [t —€,x+ €] = [a,b] and (i) of the FP theorem holds. We conclude that Newton’s
method converges for initial conditions close (as given by €) to x. O

This theorem is problematic for the practitioner: it says that Newton’s method converges
if we can start close enough to the root! We don’t usually know the root and we don’t
usually know what € is (i.e., what close enough means). However, Newton’s method is
often effective and, when it works, it is often very fast.

To quantify the speed of convergence, we define the order of convergence.

Definition 4.2 (order of convergence). Consider a sequence x,, approximating z. Let
en = |z, — x|, the error in the approximation. We say that x, converges to x with
order r if

o case r = 1 (linear convergence): e, < Ke, for all n € N, for some K < 1;

o caser > 1: e,11 < Ke for all n € N, for some K > 0. The case r = 2 is known
as quadratic convergence.

One of the most useful tools in numerical analysis is Taylor’s theorem from MA12001:
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Theorem 4.4 (Taylor’s theorem). Suppose that f : (a,b) — R is (m + 1)-times
continuously differentiable and suppose xy,x € (a,b) with xg # x. Then,

f”(x(]) - f(m) (xo)

2 m)!

f(@) = f(zo) + f'(w0)(x — 20) + (x — 20)* + -

(x — x0)™ + Ry (z),
where ™ denotes the m-th derivative of f and

f(m+1)(§) (l’ o xo)m-i-l,

Fon() = 00,

for some & lying strictly between x and xg.

Theorem 4.5 (Newton’s method). If f is smooth and the initial guess xq is sufficiently

close to the root x, then Newton’s method converges quadratically; that is, for some
K >0,
eni1 = |Tpy1 — 2| < K|z, — 2]* = Keé2,

where e, = |z, — x| represents the error at step n.

Proof. Use Taylor’s theorem, to write

9(0) = 9(x) + o/ (2)(y — 2) + 50"y — 2)°

for some . We know from the calculation in (28) that ¢’(x) = 0 and hence

1
9(y) = 9(x) = g(y) == = 59" )y — )",
We know that the FP theorem applies in some interval [a,b] = [z — €,z + €¢]. Hence,

if xy € [a,b] then so does z, for n € N. Hence, it is enough to take y € [a,b] and
also £ € [a,b]. Let K := § maxeefy |¢”(€)], which is finite as g is smooth. Then, with
Yy = x,, we have

|Tn1 — x| < Kz, — :E|2,

thus concluding the proof. O

Example 4.3. Note that f(m) =0 for f(x) = sin(z). Newton’s method is the iteration

sin(z,,)

Tpy1 = T =z, — tan(x,).

 cos(z,)
Then, we take an initial condition xg = 3 and

1 = 3.142546543074278, w9 = 3.141592653300477, x5 = 3.141592653589793

by iterating the Python code x = x - np.tan(x). The example illustrates nicely
quadratic convergence and we see the number of correct digits increases rapidly (3, 10,
11 digits; the last one is affected by rounding error).
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5 Numerical linear algebra

Problem For a given d x d matrix A and vector beRe find 7 € R? such that A7 = b.
If the entries of A are a;; (row i, column j) and the entries of Z and b are z; and b;,
this means

d
Zaijxj:bi, Zzl,"',d.
j=1

You have studied already row-reduction techniques. In numerical analysis, these are
developed in a way to improve numerical stability into the standard technique “Gaussian
elimination with partial pivoting”. This is an example of a direct method and this
means the solution x is found by a finite number of arithmetic operations. Packages
such as scipy.linalg use Gaussian elimination to find an LU factorisation.

Definition 5.1. A matrix P is a permutation matrix if each row and column has
exactly one non-zero entry equal to one; multiplication by a permutation matrix P in
PA permutes the rows of A.

A matrix L is lower triangular if L;; = 0 for ¢ < 7 and unit lower triangular if additionally
L;; = 1. A matrix U is upper triangular if U;; = 0 for ¢ > j.

The LU factorisation consists of a permutation matrix P, a unit lower-triangular matrix
L, and an upper-triangular matrix U such that PA = LU, this can be found in Python
using P, L, U = scipy.linalg.lu(A). For example,

1 0 O 4 -1 1 010
L=|0 1 0, U=|0 -1 2 |, P=|001
/2 1/2 1 0 0 -=3/2 1 00
is an LU factorisation of
2 -1 0
A=14 -1 1
0 -1 2

You should verify that PA = LU. The entries of L and U express the row reductions
normally performed in Gaussian elimination. We do not show how to compute L and U
in detail by hand. There are many matrix factorisation in numerical linear algebra and
this one is useful for solving linear systems of equations.

Example 5.1 (LU factorisation). To solve a linear system of equations with the LU
factorisation, substitute PA = LU into the linear system AZ = b:

PAZ = LUZ = Pb.
Let y := UZ. Given be R4, we solve the triangular system

Lj=Pb, tofind j€R?
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and
Ux =1, to find 7 € R%.

We have replaced the problem of solve Ax = b by solving two much simpler linear
systems. Both matrices are triangular and their solution is easily found by forward or
backward substitution.

We spend most of our time studying iterative methods, where & occurs as the limit of
approximations Z,, as n — oo. In general, direct methods (such as the LU factorisation
or Gaussian elimination) are good for dense matrices (where a;; # 0 for nearly all i, j)
and the complexity of such a linear solve is O(d?). If d is very large, it may be impossible
to store A in memory and to perform row reductions. On the other hand, the matrix
may be sparse (a;; = 0 for many ¢, j) and it may be easy to compute matrix-vector
products AZ. In this case, iterative methods are valuable.

We will work with the following example of a sparse matrix throughout.

Example 5.2 (finite-difference matrix). Suppose that u is a smooth real-valued function
on [0, 1] and we want to approximate its second derivative based on evaluations on the
mesh z; = ih for some mesh spacing h = 1/(d + 1). By Taylor’s theorem,

w(x + h) = u(z) + h'(x) + ;h2u"(:ﬁ) + éh?’u"'(x) + O(hY),
(e — h) = ulz) — b () + ;h?u"(g;) _ éh?’u”’(m) + O,
Then,

o () u(z +h) — 212(2:1:) +u(x — h) o)

By dropping the O(h?) term, we have a finite-difference approximation to the second
derivative. This can be used to find an approximate solution to the two-point boundary
value problem: for a given function f : [0,1] — R, find u(x) such that

—u"(x) = f(x), u(0) = u(1) = 0.

Using the finite-difference approximation,

u”(xg) 1 u(zs)
u"(7q) u(zq)
for
2 -1
-1 2 -1
e (29)
-1 2
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Then u"(z) = — f(z) gives #Aﬁ = f if we neglect the O(h?) term, for

f(x1) u(ry)
f:= f(x2) , U= u(:vg) : (30)
f(za) u(zq)

We have a linear system of equations that can be solved to determine an approximate
solution of the boundary-value problem.

Only the main and two off-diagonals of A are non-zero. All other entries are zero and
the matrix is sparse. We will use the finite-difference matrix A as a prototype example
as we develop iterative methods. The matrix is typical of the ones that arise in the
numerical solution of PDEs.

5.1 Iterative methods

Suppose we wish to solve AZ = b for & € R? given a d x d matrix A and b € R%. Write
A=A, — A, so that .
Alf == Agf + b

This motivates the following iterative method: find 7, such that
A1 = Aoy +b.

When %, is known and A; is well chosen, we easily find Z,,; and generate a sequence
Ty, T, ... that we hope converges to the solution . We can interpret this as a fixed-point
iteration and

T = (7). §@) = AT (AT + D),
where we assume the inverse matrix A; ' exists.

Example 5.3 (Jacobi). Let A; denote the diagonal part of A and Ay = A; — A =
—(L + U) (for the lower- and upper-triangular parts L and U of A). Take for example

2 -1 2 0 01
e T e A e
The Jacobi iteration is
2 00, |0 1], +5
O 2 xn—l—l_ 1 0 xn

. Jo 12].  1-
Tnt1 = [1/2 0 ] =b.

or
Tp 9

Notice how simple it is to evaluate the right-hand side given #,, and b.
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For the finite-difference example (29), the Jacobi method is
01 -
1 .1

fnJrl:* fn—i_

1

b. (31)

N | —

1

Even when d is large, the right-hand side is cheap to compute and the matrix-vector
product is easy to evaluate without storing the sparse matrix.

Example 5.4 (Gauss-Seidel). Let A; = D + L (the diagonal and lower-triangular part)

and Ay = —U. For the finite-difference matrix,
2 0 1
-1 2 . RN Lo
-1 9 Tpt1 = 1 T+
=A; A,

This time a linear solve is required. As the matrix on the left-hand side is lower
triangular, this can be done efficiently to find &, 1.

We now develop some tools for understanding the convergence of iterative methods.

5.2 Vector and matrix norms

To understand convergence of ,, we introduce a way to measure distance on R?. It
turns out to be very convenient to have more than one measurement of distance.

Definition 5.2 (vector norm). A vector norm on R? is a real-valued function || - || on
R? such that

a) ||Z]| > 0 for all ¥ € RY,

b) ||Z|| = 0 if and only if # = 0,

¢) ||aZ|| = || ||Z]| for « € R, and

d) |7+ 7| < ||Z| + ||7]| for all Z,7 € R? (the triangle inequality).

1/2 1/2
The standard Euclidean norm || 7], := (fT:E> ? = (a:% + :53) /% satisfies these

conditions and is a vector norm. The conditions (a—c) are easy to verify. The last one
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follows from the Cauchy-Schwarz inequality, which says that ZT5 < ||Z||2]|#]|2 and so
17+ 713 = @+ )" (@ +7)
=42+ 4 &
<23 + 2(1 20201702 + 119113
~ N2
= (112 + ll372) -

We will make use of two more examples:

d
12l = max [yl (@l i= Y|l
j ]

=1,...,

Don’t forget the absolute-value signs on the right-hand side! Verification of the norm
axioms is straightforward here.

These give different numbers and, for # = (—1,1,2)7, we get

1Zl=v6,  IThi=4,  [Te=2

We also need to measure matrices. The obvious way to do this is to treat a d x d matrix
as a d? vector and thereby inherit the norms defined for vectors. This does not say
anything about the multiplicative nature of matrices and so we develop the following
concept.

Definition 5.3 (matrix norm). A matrix norm ||A|| of a d x d matrix A is a real-valued
function on R%* such that

a) ||Al| >0 for all A € R™*4

b) ||A|| =0 if and only if A =0,

c) [|eAll = |af ||A] for a € R,

d) [|[A+ B < ||A]| + ||B]| (the triangle inequality) and
e) [|[AB| < ||A|l||B]| for all A, B € Ré*4,

Conditions (a—d) correspond to the ones for vector norms. The last, the sub-multiplicative
condition, relates to matrix products.

Vector norms lead naturally to a corresponding matrix norm, known as the subordinate
or operator norm.

Definition 5.4. The operator norm || A||p, with respect to a vector norm ||Z|| is defined
by

A—’
1 Allp = sup 121

#£0 |7

Equivalently, because of condition (c),

[Allop = sup || AZ]|

[[Z]|=1
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(sup means least upper bound or roughly “the maximum”. However, since the hypersphere
{Z :||Z]| = 1} is compact, the supremum in this case can be replaced by a maximum.).

The operator norm describes the maximum stretch that can be achieved by multiplication
by A.

Theorem 5.1. The operator norm ||Allop is a matriz norm
Proof. We show (e). As || A|lop = sup ||AZ]|/]|Z||, we have

1AZ]| < [|Alop 1] (32)
for any # € R%. Then, applying (32) twice,

[ABZ|| < [[Allopll BZ]| < | Allopl| Bllop |7

Hence,
[ABlop = Sup [ABZ|| < [[Allop || Bllop-
The remaining conditions are left for a problem sheet. O

Let ||A||1 be the operator norm associated to the vector norm ||Z]|;, and ||Al|« be the
operator norm associated to the vector norm || 7| .

Theorem 5.2. Let A be an d x d matriz. Then,

d
|All, = }n}axdz |ai;], mazimum column sum
A |
d
| Al = Z,gfbfd; |, maximum Tow Sum.

To remember which way round it is, || A||; is the maximum column sum and the subscript
1 looks like a column. Don’t forget the absolute-value signs!

Proof. We prove that
[Alloo = max 3 a;;| =: f(A).
J
The argument for || Al|; is similar and addressed on the problem sheet. We divide and
conquer, first showing that ||Al|. < f(A) and then ||Al|o > f(A).

To show that ||A]|s < f(A), consider ¥ € R? with ||Z]|sc = 1. Then, |z;| < 1 for all
t=1,...,d and hence

d
Z Qij
j=1

d d
xj S Z |aij LU]'| S Z |aij’ S f(A)
j=1 J=1
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That is, the ith entry of AZ is smaller (in absolute value) than f(A). Hence, ||AZ]|s <
f(A).

To show that || Al > f(A), suppose that f(A) =", |a;;| (i.e., row ¢ has the maximum
sum). Let

+17 Qjj Z 07
Tii=
! -1, i < 0.

Clearly then ||Z]|o = 1 and
x ] X X
X X X

Zj Q5T Zj |0Jij‘ f(A)
X

X

where we write the ¢th row only. The magnitude of the largest entry of AZ is at least
f(A) and
|AZ]|oe > f(A),

completing the proof. n

Both these operator norms are very easy to compute.

Example 5.5. Let

3 -8 =9
A=11 -2 0
9 —-14 6

Then [|A|l; = max{13,24,15} = 24 and ||A]|» = max{20, 3,29} = 29.

The matrix 2-norm ||A|2 induced by the Euclidean vector norm ||Z|| is much harder to
understand. We quote the following theorem:

Theorem 5.3. Let A be a d X d matriz; then

[A]l2 = 1/ p(ATA), (33)

where p(B) is the spectral radius or size of the largest eigenvalue defined by
p(B) :=max{|\| : \ is an eigenvalue of B so that Bii = M\ for some i@ # 0}.
When A is symmetric, we have simply that

[A]l2 = p(A).
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The proof of (33) is not covered. In the symmetric case, A = AT and, if \ is an
eigenvalue of A, then A\? is an eigenvalue of ATA = A2. We expect p(ATA) = p(A)>.

Eigenvalues of large matrices are difficult to compute, though we can easily do it for a
2 X 2 example.

Example 5.6. Let

31 T, [93
A_lo 1], AA_[g 2].

The eigenvalues A are the solutions of
9-X 3
3 2-A
The quadratic equation formula gives A = (11 & /121 — 36)/2 and ||A|]z = p(A) =
(11 +/85) /2.
Example 5.7. Recall the d x d finite-difference matrix
2 -1

det(A — M) = det

|:(9—>\)(2—)\)—9:>\2—11)\+9:0.

We find the eigenvalues of A, which allows us to find ||Al|s. Let h:=1/(d + 1) and
iy := (sin kmh, sin 2kxh, ... sindkrh)" € R%
We show that i}, is an eigenvector of A. The jth component of Auj is
(Auy); = 2sin(jkrh) — sin((j — 1)kmh) — sin((j + 1)k7h),
where we use sin((j — 1)kwh) = 0 for j = 1 and sin((j + 1)knh) = sin(kmw) = 0 for j = d.
The trig identity sin(X + Y) = cos X sinY + cos Y sin X gives
(Aty); = 2sin(jkmh) — (cos(kmh) sin(jkmh) — cos(jkmh) sin(kmh))
— (cos(kmh) sin(jkmh) + cos(jkmh) sin(kmh))
= 2(1 — cos kmh) sin(jkmh)
= A\, X the jth component of iy,

where A, := 2(1 — cos(kmh)). In other words, \; is an eigenvalue of A with eigenvector
. This gives d distinct eigenvalues for A. We conclude that

d
p(A) :max{)\k:kzl,...,d}z?(l—cosd_:jl).

As A is symmetric, Theorem 5.3 gives
dm
[Allz = /p(ATA) = p(4) = 2<1 ~cos 1).
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5.3 Convergence of iterative methods

If A= D + L+ U (sum of diagonal and lower- and upper-triangular parts), the Jacobi
method is .
Dz, =—(L+U)Z,+b

and the Gauss-Seidel method is
(L + D)ipyy = —Uy + 0.
If D is non-singular, both can be written
Tpp1 =T%,+7C

where

T:TJZ

DY L+U), ¢&=D", Jacobi,
T=Tss:=—(L+D)'U, ¢

(L+ D) 'b,  Gauss-Seidel.

Lemma 5.1. Suppose that A and D are non-singular. Consider T'="Ty or T =Tgs.
Then Z is the solution of AZ = b if and only if ¥ = §(Z) .= TZ + € (i.e., T is a fized
point of §; see Definition 4.1).

Proof. Elementary. O

Theorem 5.4. Suppose that the conditions of Lemma 5.1 hold, so that Ax¥ = b has a
unique solution T. Suppose that T, is a sequence in R generated by

Tpp1 =T, + ¢,
for some initial vector Ty. Then,
120 = ZI < I TNI5pl1Z0 — 2],
where ||T||op s the operator norm associated to a vector norm ||Z||.
Proof. We have @1 = T2+ ¢ and & = T'% + ¢, then
Tp1— 2= (T%,—TZ)+ (¢—0).

Apply the vector norm:

|Zuir — 7 = |ITF, — T3
Using (32),
[T i1 = 2| < [Top |20 — ).
As simple induction argument shows that ||7, — Z|| < ||T'[|7,[|Zo — Z]|. O
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Corollary 5.1. If |T||op < 1, then T, converges to & as n — co. The convergence is
linear (see Definition 4.2); that is, ||Znt1 — @] < K||Z, — Z|| for K = ||T||op < 1.

When ||7'||p is small, the convergence is more rapid and this is desirable in numerical
calculations.

In finite dimensions, it turns out that all norms are equivalent and any operator norm
can be used as long as ||T||op < 1.

An alternative characterisation of convergence can be given in terms of eigenvalues.
Corollary 5.2. The sequence T, given by ¥, 1 =TT, + ¢ converges to the fixed point T
satisfying ¥ =TT + € for any Ty € R? if p(T) < 1.

Proof. This is a corollary of Theorem 5.4 when T is symmetric as p(T") = ||T]|5.

Suppose for simplicity that 7" has d distinct eigenvalues A\; with corresponding eigenvec-
tors u;, so that Tw; = \;ju;. Then, 4; is a basis for R? and

d

Lo — &= Z iy,
=1
for some a; € R. Let €, = Z,, — Z. Then, €,; = T€, and
d
e, =T"ey=T" Zocju] Z a; T"i; = Zozj)\"ﬁj.
Jj=1

If p(T) < 1 then all eigenvalues X satisfy |A| < 1. Hence, A — 0 as n — oo. Thus
€, — 0 as n — oo and the iterative method converges.

The case where the eigenvalues of T" are not distinct is omitted. O]

Example 5.8. Consider

8 -1 0 . 1
1 5 2|Z=b= |2
0 2 4 3
The Jacobi iteration is
8 0 0] 0 1 0 1
0 5 0| @ -1 0 -2|Z,+ (2
0 0 4 0 -2 0 3
and )
8 0 0] [O 1 0 0 1/8 0
T, =10 5 0 -1 0 =2|=|-1/5 0 —2/5
0 0 4 0O -2 0 0 —1/2 0
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Then,

131 3
1Tl o :max{ = } =5 max row sum

852
1 5 2 5
HTJHI = max{5, g, 5} = g, max column sum.

The matrix norms are less than one and the Jacobi iteration converges for this example.
Example 5.9 (finite-difference matrix). Recall the Jacobi iteration for the finite-
difference matrix (31). Then, &, = T%, + ¢ for
01 -
1 .1

= —b.

~
I

\
0y

Note that |||l = ||T']|1 = 1 so that Corollary 5.1 does not apply. We work out the
eigenvalues similarly to Example 5.7. Let u), = [sin(k7h),sin(2k7h), ..., sin(dkwh)]" for
h =1/(d+ 1). Then, the jth component of T’y is (sin(j — 1)kwh) + sin(j + 1)kwh)
and, by applying a trig identity, this is cos(kmh)sin(jkmh). Thus, A\ = cos(kwh) for
k =1,...,d are the eigenvalues of T" and, as |\¢| < 1, the convergence of the Jacobi
iteration follows for the finite-difference matrix.

Note however that p(7') = max{cos(kmh): k=1,...,d} - 1 as h — 0 as cos(mh) ~ 1
for h = 0. This means when h is small the Jacobi iteration converges slowly. This is a
significant problem in applications where small h corresponds to accurate resolution of
the underlying physics. In other words, the more accurate our discretisation the slower
the Jacobi iteration is.

For convergence of Gauss-Seidel with the finite-difference matrix, see Problem Sheets.

5.4 Condition number

We'd like to estimate the error in the approximation when solving a linear system. Our
methods provide a computed value Z, that we hope approximates the solution z of
AZ = b. We cannot evaluate a norm for 7, — 7 as 7 is usually unknown. What we do
have is the residual defined by

Note that
7= Arx, — AT

and Z. — ¥ = A7 Apply (32) to get

[
=~
n&i

|
B

1Ze — 21 < 1A [lopI171]-
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Furthermore, A7 = b gives
6]l = |AZ]| < [|A]lop (1]
Dividing the two expressions,

1Z.—Z|| _ [JA |op [I7]
[ Allop 1Z]] — 18]

Rearranging we get

i

Te =T - Ll
i S 1A op [[Allop T

relative error condition number r¢lative residual

=

Thus, the relative error is bounded by a constant times the relative residual. The
constant is known as the condition number:

Definition 5.5 (condition number). The condition number of a non-singular matrix A
is defined by
Cond(A) = [|Allop | A™lop-

Each choice of operator norm ||Al|,, gives a different condition corresponding to the
choice of vector norm ||Z|| above and Cond;(A), Conds(A), Conde(A) denote the
condition numbers with respect to the 1-, 2-, and oco-norms. Often x(A) is used to
denote the condition number.

The condition number is a widely used measure of the difficulty of solving AZ = b.
When Cond(A) is large, it may be impossible to get accurate results.

Example 5.10. Returning to (1), we have

e 1 4 11 -1
=) =il 7

Suppose that 0 < € < 1. Then, ||A]|; = 2 and ||[A™}|; = (1+¢€)/e and hence Cond; (A) =
2(1 + €)/e. This is large when € is small and the matrix is ill-conditioned. This reflects
the sensitivity of ¥ to changes in b found when solving AZ = b in (1).

Example 5.11 (Hilbert matrix). Refer back to Problem Sheet 1 where we performed
experiments with the Hilbert matrix A, which is the d x d matrix with (i,7) entry
1/(i+j—1). We found that it was difficult to solve the linear system of equations A7 = b
for a given b e RYif dis moderately large (e.g., d = 10). In Python, numpy.linalg
provides the command cond for finding the condition number. We apply this to the
Hilbert matrix
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from numpy.linalg import cond
from scipy.linalg import hilbert
d =4

A = hilbert(d)

cond_A = cond(A,p=1)

print (A, cond_A)

The output is

[[1. 0.5 0.33333333 0.25 ]
[0.5 0.33333333 0.25 0.2 ]
[0.33333333 0.25 0.2 0.16666667]
[0.25 0.2 0.16666667 0.14285714]]

28374.99999999729

Repeating this experiment for d = 6 we find a condition number of 2.9070 x 107; for
d = 8, the condition number is 3.3872 x 10'°; for d = 10, the condition number is
3.534 x 10*3. Even for small systems (problem in real-world applications can be easily
have millions of unknowns), the condition number is extremely large.

5.4.1 Second derivation of cond(A)

Suppose that . .
AZ =D, (A4 AA)T. = b,
where AA can be thought as the effects of rounding error. Then,

T=A"=AYA+AAT, = 7.+ A 'AAZ..

Hence
b
7—7.=ATTAAZ,.

Applying norms, we find that
17— Zell < A7 lopllAA o1 Zell

We can rewrite this in terms of the condition number:
[AA]lop

[Allop

w < Cond(A)
17|l

The relative error is less than the condition number times the size of the relative change
in A.

Example 5.12 (finite-difference matrix). Let A be the d X d finite-difference matrix of
Example 5.2. Then, Condy(A) is easy to find, because we know all the eigenvalues of
A. The eigenvalues of A~! are simply A~! where ) is an eigenvalue of A. So, as A is
symmetric,

Condy(A4) = | All2| A7 ||z = p(A)p(A™).
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The eigenvalues are Ay = 2(1—cos(kmh)). Note that Ay increases from A; = 2(1—cos(7h))
to \g = 2(1 — cos(dn/(d + 1))). Then, p(A) = 2(1 — cos(dn/(d + 1)) and p(A~1) =
1/(2(1 — cos(hm))), and

1 —cos(dr/(d+1))

Condy(A) = T cos(nh) — 00, as h ] 0.

In other words, the finite-difference matrix becomes more ill-conditioned as we make
h small and approximate the second derivative accurately. This is a common problem
when approximating PDEs numerically.

5.5 Beyond square matrices
5.5.1 Least squares problems

Suppose we have a more general linear system,
A = b, (34)

where A € R™" 7 € R” and b € R™. In general, the system (34) will have no
solutions if m > n (i.e. it is overdetermined) or infinitely many if m < n (i.e. it is
underdetermined).

Systems of the form (34) frequently occur when we collect m observations (which can
be prone to measurement error) and wish to describe them through an n-variable linear
model. In statistics, where we typically have n < m, this is called linear regression.

Definition 5.6 (least squares problem). Given A € R™" and b € R™, a vector # € R”
solves the least squares problem if it minimises ||AZ — b||2 .

Fortunately, we can solve the least squares problem by considering a specific n x n linear
system!

Theorem 5.5. The vector © € R™ is a solution of the least squares problem if and only
! AT(AT-b) =0.
Proof. If ¥ € R™ is a solution of the least squares problem then it minimises
F(@) = | AT = b|3 = (AT — b, AT —b) = FTATAZ - 22T ATb + 57D
Since f is smooth, it follows that V f(#) = 0. Computing the gradient of f gives
V(@) =2(ATAZ - ATh),

and thus AT (Af — 5) =0.
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Conversely, suppose AT (A:E —b ) =0 and let ¥ € R™. Letting i := u — Z, we have

|4d - B])5 = | AT + AF - b||3
= (AT — b+ Ajj, AT — b+ Aj)
— (AT — b, AT — b) + 2" AT(AZ — ) +(A7], Aif)
=0
= || AZ — b3 + || A7)} > || Az — |3

Thus, # minimises the left-hand side at . O]

Therefore, we can solve the least squares problem simply by solving the normal
equations:

(ATA)z = AT, (35)

Definition 5.7. The matrix AT A € R™*" appear in the normal equations is often called
the Gram matrix.

Example 5.13. Consider the least-squares problem

TER2

1 2
min ||AZ — b||,, where A= |3 4|, b= [8].
5 6 9

Then we can find ¥ by solving

. 1 2 7
ATAT = AT |23 53 4lz= |t 3 2|8
2 4 6] 5 2 4 6] |
@'35444_ 76
44 567~ {100
e g= |0
= 65|

However, this can come with potential disadvantages:

o ATA may be singular or ill-conditioned, e.g.
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« ATA may encounter rounding errors which A does not, e.g.

108 —108 T 10 +1 —10%+1 6l 1 -1
A_l1 11:“4’4_[—1016“ 10041 | S0 g

o In practice, a sparse matrix A usually results in sparse AT A. However, this is not
guaranteed (e.g. if A contains a dense row).

Therefore, an alternative is to consider a slightly modified least squares problem.

Theorem 5.6. Let ) € R™™ be an arbitrary orthogonal matriz. That is, QTQ = I =
QQT. Then the vector € R™ is a solution of the least squares problem if and only if it
minimises

|oAz - QEHZ.
Proof. The result follows as
|04z — ]|’ = (A7 - 0F)' (247 — QF) = (A7 — §) QT (A7 — b) = | A7 b3
=1

]

Therefore, inspired by the previous theorem, we need to find a good choice for §2.
Theorem 5.7 (QR decomposition). Let A € R™*™ with m > n. Then, there exist an

orthogonal matrix Q € R™*™ and an upper triangular matriv R € R™*"™ such that

A=QR,

e gmxn,

where R = 0

Proof. Not covered, though QR decompositions can be computed using the Gram-
Schmidt procedure. O

Therefore, if R is invertible (i.e. has non-zero diagonal entries), then we can solve the
least squares problem as

1. Factorise A = QR.

2. Set 2 = QT, and note that the new least squares problem given by Theorem 5.6

becomes
min || QAZ — QbH = min || QTQ R7 — QTbH = min || R7 — QTbH .
ZERM 2 ZeR? Il N~ 2 ZER™ 2
=1
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3. Solve R¥ = ¢, where ¢ € R" is defined as the first n entries of QTZ;. Since R
is upper triangular, this can be done efficiently (just like for the Gauss-Seidel
method).

Two important questions beyond the scope of this unit
o How are QR decompositions actually computed?
o What should we do if the matrix R is singular?
Unsurprisingly, addressing either question for large matrices can be challenging!

For further details regarding the QR decomposition, we refer to johnwlambert.github.io /least-
squares. Alternatively, you can choose “Numerical Linear Algebra” (MA32065) next
year!

5.5.2 The singular value decomposition (SVD)

In addition to encoding linear transformations, matrices can also represent data in a
wide variety of scientific applications. For example,

o Images — which are simply matrices of pixels. For a grayscale image, each pixel
is just a single number, taking integer values between 0 and 255, which denote
the 256 shades of gray (with 0 being full black, and 255 being full white). Colour
images are slightly more complicated with each pixel consisting of three colours
(red, green and blue). Whilst essential to the entertainment industry, images are
also used to represent spatial data in STEM fields. However, processing, storing
and extracting information from images (particularly high resolution ones) can be
challenging. This naturally leads to image compression.

Figure 6: Magnetic Resonance Imaging (MRI) is an important application of image
data in healthcare.
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« Datasets of vectors. In practice, data is usually stored as vectors & € R™. For
example, the following graph illustrates data with m =5 (corresponding to “GDP
per capita”, “life expectancy”, “name of country”, “population of country” and
“date”).

80-

Life expectancy

40-

1e+03 1e+04 1e+05
GDP per capita
log scale

Figure 7: GDP data for different countries (each with its own colour) across time. Each
dot represents a country on a specific date with the dot’s size corresponding to its
population.

Therefore, we can represent a dataset of n vectors {Zy,---,Z,} simply as an m x n
matrix,
11 21 " Tpa
L. . T12 22 - Tp2
X = |1 Ty --- xn}: . .
Tim L2m " Tnam

However, just as with images, it can be difficult to extract the key information from
X (particularly if m and n are large). Thus, we are interested in dimensionality
reduction and data compression more generally.

In this subsubsection, we will introduce the singular value decomposition (SVD) — which
is widely considered to be the most important topic in numerical linear algebra. The
SVD can be applied to any matrix, square or rectangular, and is the most prominent
technique for matrix compression. Most notably, the SVD is used throughout data
science for performing Principal Component Analysis (PCA).
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Since the SVD has strong connections to symmetric eigenvalue problems, let us first
recall the following theorem:

Theorem 5.8 (Symmetric eigenvalue decomposition). Let A € R™™™ be a symmetric
matriz. Then A admits the following matriz decomposition.:

A=VAVT, (36)
where V. € R™" s orthogonal, VIV = I = VVT, and A = diag(\y, -, \n) is a
diagonal matriz of eigenvalues \; € R.

In (36), A; are the eigenvalues and V' is the matrix of eigenvectors (that is, its columns
are eigenvectors).

It is worth noting that Theorem 5.8 is making two very strong claims. Namely, (a) the
eigenvectors can be taken to be orthogonal and (b) the eigenvalues are real.

The decompoition (36) is not unique. We can always flip the sign of eigenvectors and if
Ai = A; for some i # j, then the eigenvectors will span a subspace (whose dimension
is the multiplicity of the eigenvalue). For example, any vector is an eigenvector of the
identity matrix.

Before proceeding to our main theorem, we first recall the following key definitions.

Definition 5.8. The column rank of a matrix A = [61 &'n} € R™*" is the

dimension of its column space span({as,--- ,d,}). Similarly, we can define the row
rank of A as the dimension of its row space. It is a theorem that these ranks coincide
and can thus unambiguously be called the rank of A.

Definition 5.9. A matrix A € R™*" is said to have full rank if its rank equals
min(n, m).

We now present one of the most important results in numerical linear algebra — the
Singular Value Decomposition. Note: we will only be proving this when A has full rank.

Theorem 5.9 (Singular Value Decomposition (SVD)). Let A € R™"™ with m > n.
Then there exists U € R™*™ ¥ € R™™ and V € R™™ such that

0

where U is orthogonal (i.e. UTU = UUT = 1,,,), V is orthogonal (i.e. VIV =VVT =1,)
and ¥ = diag(oy,...,0,) with oy > 09 > -+ > 0, > 0.

A=U ﬂ VT (37)

Remark. The SVD easily applies to m x n matrices with m < n simply by taking the
transpose of (37). In a slight change of notation, it is more common to write the SVD
(37) as

A=UxVT, (38)
where ¥ € R™*" is still referred to as a diagonal matrix. However, the notation in
(38) is much better suited for our proof.
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RIMIINY

A=U Y V!

Figure 8: Visualisation of SVD. The hatched region corresponds to U, in our proof.
Proof. (when A has full rank). Without loss of generality, we will assume that m > n.
This because if we had m < n, then it would suffice to find an SVD for AT instead of A.
Since ATA is symmetric, it admits an eigenvalue decomposition:

ATA=VAVT,
where V' is orthogonal.

Since A is assumed to have full rank, the null space of A is {0}. Therefore, for an
eigenvector T and eigenvalue A of AT A, we have AT # 0 and

IAZ])3 = (AZ)T(AZ) = T ATAT = M|Z][3,

which implies that
A7 2
NIEL
113
Hence, the diagonal of A must be positive — so we can write it as A = X? where

is a positive diagonal matrix. Therefore, X! exists and we can define the matrix
Ut := AVX~!. This has orthogonal columns as

> 0.

UiUr =X 'WWHATA VS =S {(VIV)AVTV)S ! = 1

Since the n columns of Ut form an orthogonal basis for a subspace of R™, we can use
the Gram-Schmidt procedure to extend them to an orthogonal basis of R™. Therefore,
we can construct a matrix U; € R™*(m=") whose columns are these additional basis
vectors.

We can now define the orthogonal matrix U := [Ur U l} and obtain the result as
UrsVT = (AVEHZVT = A O
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Remark. The matrix U, is often called the orthogonal complement of Ut. However,
since it is multiplied by zeroes in the SVD (37), it has very little importance compared
to UT.

Finally, for the terminology “Singular Value Decomposition” to make sense, we will
define the “Singular Values” of a matrix.

Definition 5.10 (Singular values and vectors). In Theorem 5.9, {o;} are called the
singular values of A. The columns of U = {ﬁl e Um} are called the left singular

vectors and the columns of V = [171 e Un} are called the right singular vectors.
Unsurprisingly, singular values are closely related to eigenvalues.

Theorem 5.10. Let {0;} denote the singular values of A € R™ ™. Then

0; = \/x
where {\;} are the eigenvalues of ATA with |\i| > |Aa| > -+ |X\| > 0. Furthermore,
o {\;} are the eigenvalues of AAT,
e V= [171 Un] are the eigenvectors of AT A,

e U= {ﬁl ﬁm} are the eigenvectors of AAT.

Proof. From the Singular Value Decomposition (38), we have
A=UxVT".
Therefore, the matrix AT A is
ATA=(UzVI(UEVT) = Vs UV = Ve,
— T

which is precisely the eigenvalue decomposition of AT A. Therefore X2 are the eigenvalues
of AAT and U gives the eigenvectors. An identical argument applies to AAT and gives
the result. O

The SVD tells us that any matrix can be written as orthogonal-diagonal-orthogonal.
Roughly speaking, orthogonal matrices can be thought of as rotations or reflection, so
the SVD says the action of a matrix can be thought of as a rotation/reflection followed
by magnification (or shrinkage), followed by another rotation/reflection.

With this intuition, we would expect that the rank of A corresponds to rank of 3.

Theorem 5.11. The rank of A is equal to the number of positive singular values, o; > 0.
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Proof. We first note that, if ATAZ = 0 where £ € R", then
|AZ||5 = (AZ)T(AZ) = T (ATAZ) = 0.

Therefore ATA and A have the same null space. So by the rank-nullity theorem, they
must have the same rank. From the SVD, we have

ATA=(vSTuhHuzvhH =vE™)VT

The result now follows as the rank of the square matrix ATA equals the number of
non-zero eigenvalues in 27X, O

Having covered quite a bit of theory, let’s consider an example.

-1 -2
Example 5.14. We would like to compute the SVD of the matrix A = ? (1)
0 1
-1 -2
-1 2 10 2 1 6 4
. . T . .
Then the Gram Matrix is A'A = [_2 10 1] L ol = [4 6]'
0 1

We can compute its eigenvalues as 2 and 10 using the characteristic polynomial

det([GZ)\ GfAD:o@((a—A)?:m

Solving each eigenvalue problem yields the following eigenvector matrix,

V=3 7

Therefore AT A admits the eigenvalue decomposition,

ATA= VY2V, where %*— [100 g] .
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Hence Ut can be computed as

1 o
2 1| 11 =1][+* 0
Ur = AVE ™ = [ H\/ﬁ ]
1L 021 L[]0 5
L0 1]
1 o
17 0[]
100 7% 3
L0 1]
r—_3 _1
V20 2
3 _1
_ | V@ T2
- L _1
V20 2
_1 1
L V20 2

Therefore, we have the following singular value decomposition for A,

-1 =21 [~ym V10 0
3 _1 1 1
2 1l _|ve “zlpl|0 V2|V v
1 0 1 1 L1 0 0 1 >
Ve VeV
0 1 . 0 0

where the matrix U, can be computed through the Gram-Schmidt procedure.

5.5.3 Low-rank approximation using the SVD

From the SVD (37) and Theorem 5.11, we obtain the following important alternative
formula:

rank(A)
i=1
where {0;} are the singular values, U = [61 Uy -+ ﬁn], V = [171 Uy -+ Un} and

rank(A) is precisely the number of non-zero ;.

Letting R denote the rank of A, we can visualise (39) as
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Equation (39) reveals something quite interesting. It is possible to store the m x n
matrix A using only rank(A)(m + n + 1) numbers (since each triple (o, iU}, ;) requires
m +n + 1 numbers). As previously discussed, large matrices are ubiquitous throughout
the sciences. So there is great interest in low-rank matrix approximation.

Figure 9: Visualisation of the low-rank approximation obtained by truncating SVD.

Definition 5.11 (Low-rank matrix approximation). Given a matrix A € R™*" with
SVD (39), we define a rank-r approximation A, as

(s
i=1
Alternatively, we can write A, as
Ar = Urzr‘/rTu
where U, = {ﬁl Uy -+ U € R™" V., = |t Uy --- U] € R and X, =

diag(al7 T 7Jr)-

Furthermore, due to the remarkable properties of SVD, matrix approximation via (40)
is actually optimal in the following sense:

Theorem 5.12 (Optimality of matrix approximation using SVD). For any A € R™*"
with singular values 01(A) > 09(A) > -+ > Omin(mn)(A) > 0, and any non-negative
integer r < min(m,n), we have

A= Arlla = 0r2(A) = min_[[A - B2, (41)

rank(B)<r

where A, is the rank-r approxzimation given by (40).

Proof. Not covered. O]
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From this theorem, we can make a few observations:
e A good approximation A ~ A, is achieved if and only if 0, < 0;.

o Optimality actually holds under any norm that is invariant under multiplication
by orthogonal matrices. We will not prove this optimality, but we can see that
the Euclidean norm is invariant as

Vel = (V) (va) =" VTV = |73, (42)
=1
for any orthogonal matrix V' € R™" and vector & € R”. In particular, the above
optimality theorem also holds under the Frobenius norm.

Definition 5.12. The Frobenius norm of a matrix A € R™*" is

Al =, ZZWP \Jir(ATA).
=1 j=1

« A prominent application of low-rank approximation is PCA (Principal Component
Analysis), which is often used in data science.

« By viewing a grayscale image as a matrix A € R™*" we can compute its SVD
and visualise the resulting low-rank approximations. Whilst this is not the state
of the art for image compression, it clearly demonstrates the effectiveness of SVD.

rank 1 rank 5

original

rank 10 rank 25 rank 50

Figure 10: Image compression by low-rank approximation via the truncated SVD.

Although the proof of Theorem 5.12 is not covered, we will prove the following corollary.
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Theorem 5.13. Let A € R™*™. Then the first singular value of A is

o1 = [|Allz. (43)

Proof. Without loss of generality, suppose m > n.
Let ¥ € R" be such that ||z]|; = 1 and define ¢ := V' T#. Then, since the Euclidean norm

is invariant to multiplication by orthogonal matrices (see (42)), we have ||yl = 1 and

1AZ]s = |USVTZ]y = [UEF|2 = [|Zyll2,

where ¥ := [%)

]. Since Y is an n X n diagonal matrix, this gives

n n
| AZ][> = \IZU?%Q < \IZU@ZZ = o1yl = a1 ||Z]2 -
=1

=1

Therefore, ||All; < o;. On the other hand, taking Z = ¥, (the leading right singular

vector), we obtain V9] = e; and thus ||A% ||y = o1. O
4 :1(—x/§ 2\/2)
2\V2 2V2
VT : z : U
v S N . R e, R O1th
. =2 . oy ls
€1
vy : Loje, -
\_/
%4

Figure 11: A geometric illustration for the SVD of a square matrix. In particular, we
see that the leading singular value is the major semi-axis of the ellipse.

Finally, to conclude this subsection, we will discuss one of the most commonly used
applications of SVD — dimensionality reduction.

That is, given data X = {Z,---,7,} C R™, we aim to compress it into a lower-
dimensional space R" with r < m (ideally r < m). Perhaps the most common way to
do this is to find a matrix W € R"™™™ that can reduce any ¥ € X to vy := Wi € R".
Many computations can then be performed with the reduced vectors y directly. However,
to recover (or more precisely, approzimate) the original data 2 ~ Z, we need another
matrix U € R"™*" such that 2’ = Uy.
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Definition 5.13. Given a dataset X = {7, -+ ,Z,} C R™, the Principal Component
Analysis (PCA) finds a compression matrix W, € R™™ and a recovery matrix
U, € R™*" such that the mean squared error betweeen the recovered and original vectors
in X is minimal,

WU, = arg min (Tll > ’ z; —UWZ,;
i=1

WeR'er’ UeRer

z> . (44)

The columns of U, are called Principal Components.
Using the SVD, it is remarkably easy to solve the optimisation problem (44).

Theorem 5.14. The PCA problem (44) can be solved by taking U, as the truncated
matriz U, = [ﬁl Uy -~ ﬁr} € R™" from the SVD of X and W, = U].

Proof. (non-examinable)

Let §:=WZ€R and Y = [ji -+ §| € R™" then

n
3|
i=1

.
Il
—

2
=|x-vy| .
F
As span({#1, -+ ,¥n}) is a subspace of R", it is as most r-dimensional. This means that
{U7y : y € span({#1, - ,Un})} must also be at most r-dimensional. However, since this

is the column space of UY’, it follows that rank(UY") <.

So by the optimality of SVD, Theorem 5.12 (under the Frobenius norm), we see that
the mean-squared error (44) is minimised when

vy = X,, (45)
with X, denoting the rank-r approximation of X given by
X, = Urzrv;:ra

where U, = iy il - @] € R™, V, = [6, & -+ @] € R and %, =
diag(oy, -+ ,0,) are obtained from the SVD of X.
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We claim that (45) is achieved by setting U = U, and W = U. This can be shown by
direct calculation,

UWX =UU'X
=UU X, +UUN(X - X,)
=U, UU, 2,V +UUN(X - X,)
N——

=1Im

=X, +U.UNX - X,).

Using the SVD formula (40) for X and X,, we can express their difference X — X, as

i>r41

Therefore, for any j < r, left multiplying by [L'JT gives

(X =X)= Y o )e =0,
i>r+1 ~—~—

as #; and ; are orthogonal. Hence U (X — X,) =0 and
UW =X, +UUNX - X,) =X,,
as required. O

Remark. From Theorem 5.14, we see that the process of solving a PCA problem is
exactly the same as obtaining the matrix U in the SVD. We note that if X = USVT
then
XXT = (USVT)(usvT) = US(VTV)ETUT = UsUT,
~——

=1,
where ¥ := l(z)}]

This is exactly the same as the symmetric eigenvalue decomposition given by Theorem
5.8. Therefore, to solve a PCA problem we can obtain the columns of U, as the
eigenvectors iy, iy, - - - , U, of XX corresponding to its largest r eigenvalues
op>0y2>--20.2>0.

To show that this gives us a practical way of computing PCA by hand, we shall present
another example.

Example 5.15. Consider the following vectors in R?,

- 1 o -1 o 2
xlzl_1‘|7 x2:[1]7 $3:[2],
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and suppose that we would like to reduce the dimension of the points {Z;} to one.

Just as for SVD, we compute the (unnormalized) covariance matrix X X T:
3
&L (1 -1 2
a=yaa = ([0 -0+ [ g+ 9
AR s | BT
- -1 1 -1 1 4 4
6 2
|12 6]’
Then the eigenvalues of A can be obtained by solving

6— A

b ol =l

it follows that the leading eigenvector and the compression matrix are

V2
W=U :7[1 1].

oletqﬁ;A 2 D:(G—A)2—4=0<:>A:8or4.

Since

Therefore, the compressed data points (i = W) are

= 07 372 = 07 ZjB = 2\/57

=1

—

and the recovered data (Z = Uy) is

- s+

As a nice exercise, you could plot the original data points (71, ¥2, Z3) are consider why
the PCA would map them to (z1, 25, 25) .

I\
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Figure 12: The principal components are the directions which explain the variance of
the data.

6 Solution of Initial-Value Problems (IVPs)

An IVP in standard form is a system of N differential equations:
dii
=T, t=o, (46)

where f : RN*! — RY is a given function and g(t) € RY is the solution (for ¢ > 0), to
be found subject to initial conditions of the form:

9(0) = Yo, (47)
with initial data y, € RV given.
Example 6.1 (N = 1). Let f(y,t) = y* and yo = 1. Then

dy_2
dt_y’

It is easy to see that the exact solution is y(t) = 1/(1 —¢). (Please check!) Usually the
exact solution is not so easy to find.

subject to  y(0) = 1.

Not all problems are presented as in Example 6.1.
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Example 6.2. A simple pendulum is released from rest at angle a. The angle 0 = 6(t)
of the pendulum satisfies the second-order equation:

d’0 g .
@ = a S1n 9, (48)
with ¢ and a constants, subject to two initial conditions:
do
0(0) = —(0) = 0.
M=a. 20

To put these equations in standard form, introduce the new variable ¢ defined by
¢ = db/dt.

Then (48) becomes

do

E_qﬁ?

dp g .
E ESIHQ

which has the form (46) with

g:m and f(y“,t):[ ¢ ]

4sin @
a

6.1 FEuler’s method

Given Examples 6.1 and 6.2, suppose we want to find 7(¢) for t = h for some small h.
Integrating each side of (46) over [0, h| gives

/h W 4y - /0 FG), 1) dt (49)

The integral on the right-hand side is still unknown, but we can approximate it, for
example, by replacing the integrand by its value at t = 0 (which will be okay if h is
small). This yields

y(h) = 5(0) + hf(5(0),0) = go + hf (%, 0). (50)

Everything on the right-hand side is known so we can compute an approximation of
y(h). Then (2h) can be approximated by taking another step, and so on. This is

Euler’s Method, which computes a sequence of approximations )7] to y(t;), where
tj=jh,j=12,... by

(51)

"<i St

il
Il

1+hf( _1,to1), for all 7 > 1.
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Example 6.3. Solve

dy 2
- _ 0 =1 52
=Y y(0) (52)

using Euler’s method with A = 0.1; that is,
Yo=yo=1

Yi=Yy+hf(Yo) =1+0.1(1% = 1.1
Yo=Y, +hf(Y7) =1.1+0.1(1.1)* = 1.221.

Using the program,we approximate the solution of (52) at the time 7' = 1/2 for various
h. The number of steps taken in Euler’s method is then n = T'/h. Since we know
y(1/2) = 2 in this case (see (46)), we can find the error exactly.

Results:

n=T/h h |y(1/2) =Y, | Ratio

4 1/8 0.2338 0.59
8 1/16 0.1389 0.55
16 1/32 0.07696 0.53
32 1/64 0.04073

The ratios for the errors approach 1/2, which suggests that |Y,, —y(t)| = O(h) as h — 0.
This is what we prove in the next subsection.

6.2 Convergence of one-step methods

We now restrict to the simplified version of (46) with N =1 and f(y,t) = f(y):

dy _

L = jw) (53

subject to the initial condition
y(0) = yo. (54)

We shall consider “one step” methods of the form :

Yo = wo
Y, =Y, + hFu(Y;,),  forall j>1 (55)

where F}, is a function to be specified.

An example is Euler’s method, where Fj, = f. The error at the jth step is defined to be

e; =y(t;) —Y; where t; = jh.
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Definition 6.1. If y solves (53),(54), the local truncation error for (55) is defined

to be
_y(t) —y(ti-a)

— Fu(y(tj-1)), where t; = jh.
(i.e., hj is the discrepancy when the true solution is substituted into (55)).

The convergence analysis proceeds by (i) bounding the error in the computed solutions
Y; in terms of the local truncation errors and (ii) estimating the local truncation error
using Taylor’s theorem.

Definition 6.2. A continuous function g : R — R is called Lipschitz continuous
with Lipschitz constant L > 0 if

lg(Y)—g(Z)| < L|Y - Z| for all Y, Z € R.

Theorem 6.1. Suppose F}, is Lipschitz continuous with Lipschitz constant L independent
of h. Then the error e; in (55) satisfies

le;| < (1 +hL)|ej_1| +h|r;], 7=1,2,3,.... (56)

Moreover, for all fired T' and all n € N satisfying nh < T,

exp(TL) —1
enl < TP ).
Proof. By definition of 7;,
y(t;) = y(tj—1) + hFp(y(tj-1)) + h7;. (57)

So with e; = y(t;) — Y;, we have by subtracting (55) from (57):
e; = ej1 + h(Fu(y(t;)) = Fu(Yjo)) + .
By the triangle inequality and the Lipschitz continuity of Fj,,

lej| < lejoi] + Rl Fu(y(tj-1)) — Fu(Yj-1)| + hl7;]
< (I +hL)lej 1| + hlml.

We see that (56) holds.

Now we shall prove by induction that, for all n > 1,

|en|<hz + hLY |70y (58)
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Clearly (58) holds for n = 1, since the first equation in (55) implies |eg| = 0 and (56)
then gives |e;| < h|m|. Now if (58) holds for some n, then (56) implies

lent1] < h Z(l + hLY T 7] + bl

P31+ ALY g+

—

n

= Z ]_ + h/L |Tn+1—j|

Hence, (58) holds for n + 1, and for all n by induction.

n—1 . n __ 1
Finally, from (58) we have, since » ¢’ = a E
=0 q-
(I+hL)"—1 _ exp(nhL) —
eal S s = PP

since 1 +x < expux, for all z > 0. And so the result follows for all nh < T.
O
Remark. This theorem shows that the error in the approximation to the solution

computed by (55) at the point ¢, = nh will approach 0 if all the local truncation errors
7, =1,...,n, approach 0 , as h — 0.

Normally the local truncation error is estimated by applying Taylor’s theorem.

Example 6.4. Euler’s method is (55) with Fj,(Y) := f(Y). If we assume that f is
Lipschitz continuous, then Theorem 6.1 applies and to show convergence we have to
estimate 7;,.

To do this we write (using the definition of 7;):

y(t)) _hy(tjl) y(tj1 + h])l — Y1) _ Flt)

Tj =

— f(y(tj-1)) =
which we can expand via Taylor’s Theorem, with &; € (t;_1,t;), such that

(st + 15010 + 5 G016 - <>>_f<

h
_ [fgaj_o )| e )

Tj =

y(tj-1))
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Now, since y(t) is the solution of (53), we have, for all j =1,--- ,n:

1 d*y
| < = -7 ]
1< 5 s [ o) (59
Hence if
d*y . . ®
W(t) is bounded for ¢ € R, (60)
then Theorem 6.1 implies that
len] < C(T)h, (61)

where C'(T') is a constant depending on 7T'; and, for fixed 7', we have convergence (i.e.,
e, — 0 as h — 0).

Often one just assumes (60) and then concludes (61). To show (60) rigorously, we need
to make some assumptions on the given function f. In particular, assume that

[f(z)| <M, z€R, (62)
and |f'(x)| <L, x€eR. (63)

Then f is Lipschitz continuous with Lipschitz constant L, and by (53) and the chain
rule,

d*y d

0| = |00 = e

f’(y(t))dt(t)| = [/ (@) f(y(®)] < LM.

6.3 Higher-order methods

We saw in (61) that Euler’s Method converges with O(h). This is relatively slow.
Higher-order methods can be found by employing higher-order quadrature in (49). For
simplicity, restrict to the case the case N =1 and f(y,t) = f(y) again: Then (49) is

o) = 0) = [ f(ute)) de.

Instead of approximating the right-hand side by the one-point quadrature rule at 0,
consider using instead the trapezium rule, to obtain

h
() y(0) + 5 (F(u(0)) + Fly(h) ). (64
This motivates the Crank—Nicholson (or Trapezoidal) Method for solving (46):
Yo =wo
h . (65)
Y=Y+ 5 (050 + 7)), forall iz
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This method has a big disadvantage, since to find Y; from Y;_; in (65), we have to solve
a (possibly nonlinear) equation

Y—*f( i)=Y+ f( 1)

If there are N differential equations, then there are N (possibly nonlinear) equations
to solve at each timestep. Despite this extra cost such “implicit” methods are often
preferred because of their good stability properties. (Stability is an advanced topic.)

To estimate the local truncation error for (65), write the method as

SR = () + 7))

Then using (53) and applying Taylor’s theorem to both y and dy/dt we get:

= ML Wlm) 2 () + f(y(tj))>

2
dy h d*y h? d3y dy dy \
= i) T ge )+ e g e i o(h
dy hd’y Ry dy hddy ”dPy
ety ay  hdy . 3
(dt+2dt2+6dt3 i 2ae  1ap) )OO0
1 d3y

— E@<t371) h2 + O(hg),

Hence, provided y has three bounded derivatives, |7;| = O(h?). Note that

By _ & d
dt3  dt2 N

Theorem 6.2. Suppose f is Lipschitz continuous with Lipschitz constant L independent
of h. If hL < 1, then the error e; = y(t;) — Y, for the Crank-Nicholson method in (65)
satisfies

lej| < (L+hL)?|eja| + h(1+hL)|m], §=1,2,3,.... (66)

Moreover, for all fired T' and all n € N satisfying nh < T,

exp(2T'L) — 1
enl < = max |7l.

Proof. From (65),
Y=Y+ 5 (F0G) + )
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and by definition of the trunctation error

(6 = ylty0) + g (Fult0) + F(e)) + by
Hence, subtracting

h

vt (Flt) = 050 + 5 (Fle) = £07)) + i

|€j| = 9

and, using the triangle inequality and Lipschitz continuity of f, we have

hL hL
|e]\<|e] |+ — ]ej 1+ — |61’+h’7j|

and rearrange as follows,

hL hL
(1= it = (115 Yiesmal
hL\ R
= |€j|§ (1—2> <<1+2>|6J_1|+h|7'j|>

We note that, for any 0 <z < £,

(1—z)' <1+ 2x,

-1
(Y crin

lej| < (1 + hL)*lej_1| + h(1 + hL) |7

and thus for h <1,

Therefore

The rest of the proof is Problem ES8.3.

6.3.1 Higher-order explicit methods

There are ways of achieving higher order without using implicitness. Assume that we
have computed an approximation Y;_y to y(t;_1). The improved Euler method uses first
the standard Euler method to get an approximation Y to y(t;) and then the trapezoidal

rule to improve it:
Y; = hf(Y;_1) “prediction”
Y.

Y,_1+
h \ « N
=Y, + 3 (f( 1)+ f(Y; )) correction
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This method fits into the framework of Theorem 6.1 because it can be written:

Y=Y, + Z(f(%l) + f(Y}fl + hf<Y31)))7

which is of the form (55) with F},(Y) := 1 f(Y) + %f(Y + hf(Y)). The truncation error

S y(t)) —hy(tjl) B ;(f(y(tj_ﬂ) + f(y(tj_1) + hf(y(tj_l))),

and it turns out that ||7;| = O(h?) for sufficiently smooth f (see Problem ES8.2).

Moreover if f is Lipschitz then so is F},, since

FuY) = (2] < SIF(V) = F(2)| + S| 1(Y + hi(Y)) = [(Z + hf(2)
< DY 214 Z\Y + hAY)) ~ (24 hi(2)

<1y -2+ 2450 - £(2) < (L s ;m) v -2

So under these conditions, Theorem 6.1 implies that the improved Euler method
converges with order O(h?), at the small additional cost of an extra evaluation of f at
each time step.

Higher-order methods can be built up using more evaluations of f. In general these
methods are called Runge-Kutta methods.

Example 6.5. Let

Il
~

Ky = f(Yo),
K, = f(Y()—i—ZKl)a
Ky=r(Yo+ s

Ky = f(Yo+hKs),

h
Y, :1@+8(Kl+2K2+2K3+K4).

This is a fourth order Runge-Kutta method (requires some analysis).
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